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Abstract

New ground-motion models (GMMs) for subduction zones were developed as part

of the NGA-Sub project. Three of these models included regional differences in the

ground motions for seven regions, including the Cascadia region. Within the Cascadia

region, the models are ergodic; however, non-ergodic effects on the ground motions

in Cascadia can be seen in the suite of numerical simulations of ground motions from

megatrust earthquakes on the Cascadia subduction zone through a 3-D crustal struc-

ture developed by the M9 project (Frankel et al., 2018). The Abrahamson and Gulerce

(2020) GMM (AG20) is modified to include the non-ergodic effects from the 3-D simu-

lations. First, the scaling of the basin effects as a function of the depth to a shear-wave

velocity of 2.5 km/s (Z2.5) in the AG20 model is modified to be consistent with the Z2.5

scaling from the 3-D simulations. Second, the spatial distribution of the non-ergodic

site terms is estimated using the varying coefficient model for the region covered by

the 3-D velocity model. The integrated nested Laplace approximation is used to han-

dle the very large data set from the simulations. The site terms are estimated for

the long-period range (1-10 sec) that reflects the period range of the deterministic

part of the M9 simulations. With the non-ergodic site terms, the aleatory variability

(single-station sigma) for the 3-D simulations reduced by 15-25% compared to an er-

godic standard deviation for Cascadia. In addition to an average single-station sigma,

a spatially varying single-station sigma model is developed which shows the highest

variability for sites near the basin edges. The epistemic uncertainty in the non-ergodic

site terms for a single 3-D velocity model is small, but there will be uncertainty due to

alternative 3-D models. Without simulation results for different 3-D velocity models,

we set the epistemic uncertainty to be one half of the between-site standard deviation

from the simulations. The resulting non-ergodic GMM can be used in seismic hazard

analyses that include site-specific basin effects for the median and aleatory variability

for interface events in the Seattle region. As an example application, the seismic hazard

for interface events using the non-ergodic GMM is compared to the hazard using the

original AG20 ergodic GMM. For the example sites, the non-ergodic GMM leads to
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significant changes in the T=3 sec hazard for specific sites. The changes in the T=3 sec

hazard from interface events only lead to expected increases and decreases of 2500-yr

ground motion for the total hazard (from all sources) of up to a factor of 1.25.

INTRODUCTION1

Over the last decade, there has been a move from using global average ground-motion models2

(GMMs) in probabilistic seismic hazard (PSHA) to using non-ergodic GMMs that account3

for the systematic and repeatable effects for broad regions. The recently developed Next Gen-4

eration Attenuation - Subduction (NGA-SUB) GMMs by Abrahamson and Gulerce (2020),5

Kuehn et al. (2020), and Parker et al. (2020) are examples of regionalized GMMs for sub-6

duction zone earthquakes. These three GMMs include regional differences for seven broad7

regions: Japan, Taiwan, Cascadia, Alaska, Mexico, Central America, South America, and8

New Zealand. The GMMs include regional differences in the site term, linear distance term,9

basin term, constant term, and break point for large-magnitude scaling. With these regional10

differences, the NGA-SUB GMMs capture the average differences in the ground-motion scal-11

ing between regions.12

Within each broad region, the NGA-SUB GMMs use the ergodic assumption; however,13

there can be significant differences within a region. The development of non-ergodic effects14

on GMMs for small regions or for specific sites and earthquake locations requires source/site-15

specific data. For the Cascadia region, empirical ground-motion data from interface earth-16

quakes are not available to constrain the non-ergodic terms. With the lack of empirical17

ground-motion data from Cascadia interface earthquakes, 3-D simulations can be used to18

constrain the repeatable path and site effects within the region.19

The 3-D simulations from the M9 project (Frankel et al., 2018) showed that there are20

large systematic differences in the site and path effects due to the 3-D velocity structure in21

the Cascadia region. The results from the M9 project have been used to develop long-period22

basin factors for ground motions from interface events in the Seattle region using a reference-23
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station approach. For periods greater than 2 sec, the Seattle Department of Construction24

and Inspection (SDCI) specifies a basin factor of 2 relative to a reference site with Z2.5=300025

m (SDCI, 2018).26

In this study, we use the 3-D simulations from the M9 project to modify the NGA-SUB27

GMM developed by Abrahamson and Gulerce (2020) (called AG20). First, the basin scaling28

in the AG20 model is replaced with basin scaling that is based on the M9 simulations.29

Second, the AG20 model with the new basin scaling is modified to be a partially non-ergodic30

GMM based on the combined path and site effects determined from the M9 project 3-D31

simulations. Models for reduced single-station sigma are developed including an average32

value that applies to all sites and site-specific values that captures the spatial variability33

of the standard deviation. Example hazard calculations for the interface source are shown34

using the AG20 ergodic GMM and the modified AG20 non-ergodic GMM.35

Most of the features of basin scaling shown in this study have been previously identified36

by Frankel et al. (2018) in their evaluation of the M9 simulations. The main difference in this37

study is that we incorporate these features into a non-ergodic version of the AG20 GMM38

in a manner that is consistent with the development of GMMs for use in seismic hazard39

calculations. We also address all the issues for the application of the proposed non-ergodic40

GMM in probabilistic seismic hazard calculations.41

AG20 CASCADIA GROUND-MOTION MODEL42

The AG20 GMM was developed based on the subset of the NGA-SUB database that included43

4118 recordings from 113 subduction interface earthquakes (Mw = 5.0 - 9.2) and 4850 record-44

ings from 89 intra-slab events (Mw = 5.0 - 7.8) in the global data set. For Cascadia, the45

AG20 data set includes only 177 recordings from 6 intra-slab events. For interface earth-46

quakes, the AG20 Cascadia model uses the average world-wide scaling between interface and47

intra-slab earthquakes to estimate the interface ground motions from the available intra-slab48
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ground motions in Cascadia. In the AG20 model, the difference between ground motions for49

interface and intra-slab earthquakes is not just a constant factor. The magnitude, distance,50

and depth scaling are also different for interface and intra-slab earthquakes, so the scale51

factor between interface and intra-slab earthquakes depends on magnitude, distance, and52

depth. Examples of the scale factors between interface and intra-slab for T=0.2 and T=253

sec from the AG20 GMM, based on global data, are shown in Figure 1. The factors range54

from 1.3 at 50 km distance to 2.5 at 500 km distance. These factors were used in the AG2055

GMM to estimate the interface ground motions for Cascadia from the available intra-slab56

data in the Cascadia region.57

The AG20 model, without basin-depth scaling, has the following functional form:58

ln(PSA) =a1 + (a2 + a3(M − 7)) ln(RRUP + fFF (M)) (1)

+ fmag(M,F ) + fZTOR
(ZTOR) + fsite(PGA1000, VS30)

+ fslab(RRUP ) + a15FAS

+RSregion(VS30, RRUP , Z2.5) + ADJCAS

in which PSA(g) is the RotD50 5%-damped pseudo spectral acceleration (PSA) in g; M is59

the moment magnitude; RRUP is the shortest distance from the site to the rupture plane in60

km; fFF (M) is the finite-fault term; F is the event type (0 for interface and 1 for intra-slab);61

ZTOR is the depth to the top of the rupture plane in km; VS30 is the time-averaged shear-wave62

velocity over the top 30 meters in m/sec; PGA1000 is the median peak acceleration (g) for63

VS30 = 1000 m/sec; FAS is a dummy variable (0 for mainshock and 1 for aftershock). The64

RSregion term contains the region-specific terms for the seven regions, including the constant65

term, linear-R term, VS30 term. The AG20 GMM was first developed without the basin term66

because many of the sites in the NGA-SUB data base does not have estimates of the basin67

depth.68
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The AG20 model includes two alternative models for Cascadia: the first model is based69

on the sparse ground-motion data in the region; the second model is scaled to increase the70

amplitudes of the short-period ground motion to be more consistent with other regions. This71

adjustment is given by the ADJCAS term in equation (1). The ”adjusted” Cascadia model72

is used as the base ergodic model in the current study. In the following, we call the AG2073

GMM for Cascadia, including the ADJCAS term, the AG20 model for simplicity.74

The AG20 model includes the Cascadia-specific basin scaling based on the depth to the75

2.5 km/sec shear-wave velocity horizon below the site, Z2.5. In the AG20 dataset for Casca-76

dia, there is a correlation between the VS30 and Z2.5 values (Figure 2). If the independent77

parameters are correlated in empirical data sets, there can be a high correlation between the78

estimated coefficients. To reduce the trade off between the coefficients for the Z2.5 and VS3079

terms in the regression, the AS20 model uses a normalized basin depth term, Z
′
2.5, given by:80

Z
′

2.5 =
Z2.5 + 50m

Z2.5ref (VS30) + 50m
(2)

in which Z2.5ref (VS30) is the region-specific median Z2.5 for a given VS30. The 50 m is added so81

that the log term does not increase too rapidly for small Z2.5 values. An important additional82

advantage of this formulation is that it allows basin-depth scaling from 3-D simulations to83

be incorporated into the GMM in a manner that is consistent with the VS30 scaling in the84

GMM as discussed later.85

In the AG20 model, the Z2.5ref for Cascadia is modeled by a tri-linear relation shown in86

Figure 2.87

ln(Z2.5ref (VS30)) =


8.52 for VS30 ≤ 200 m/s

8.52− 0.88 ln(VS30/200) for 200 m/s < VS30 < 570 m/s

7.6 for VS30 ≥ 570 m/s

(3)
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The evaluation of the basin scaling in the AG20 subset of ground-motion data from88

Cascadia found a strong increase in the long-period ground motion with increasing basin89

depth for the deep basin sites (Z2.5 >2000 m), but the available ground-motion data for90

shallow basin sites in Cascadia (Z2.5 < 2000 m) did not indicate a clear dependence on basin91

depth. Therefore, the AG20 model used a bi-linear model for the functional form of the92

basin-depth scaling with no basin-depth effects for Z
′
2.5 < 1 as shown in equation (4).93

fbasin =


a39 ln(Z

′
2.5) for Z

′
2.5 > 1

0 otherwise

(4)

With the Z2.5ref for Cascadia, this corresponds to no basin scaling for Z2.5 less than about94

2000 m for soft-rock sites and for Z2.5 less than about 5000 m for soft-soil sites. This does95

not mean that there is no effect of the basin for soft-soil sites for Z2.5 less than 5000 m,96

but rather that the VS30 scaling in the GMM already accommodates this scaling due to the97

correlation between VS30 and Z2.5 in the empirical data used to develop the AG20 model.98

Constraining Basin Scaling in GMMs Using 3-D Simulations99

Simulations using 3-D velocity models often limit the shallow VS values to reduce computa-100

tional time and because the available geophysical and seismic data used to develop the 3-D101

velocity structure do not provide constraints on the shallow VS profile. In the M9 project,102

the shallow VS profile is set at VS30=600 m/s for the full region. When using 3-D simulations103

with the same shallow VS profile for all sites, then there is no VS3−0 dependence, and the site104

scaling in the simulations can be modeled as a function of the basin depth parameter, Z2.5,105

by itself. For example:106

Cbasin(Z2.5) = c0 + c2ln(Z2.5) (5)

In empirical GMMs, the site scaling is often developed for the VS30 term first, without107
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the Z2.5 scaling. This approach was used in the development of the AG20 GMM: the VS30108

scaling was estimated and smoothed over period, then the Z2.5 scaling was estimated with109

VS30 scaling fixed to the smoothed model. Due to correlation between VS30 and Z2.5 in the110

empirical data set, the sites with lower VS30 values have larger Z2.5 values on average. As a111

result of this correlation, the VS30 scaling in the AG20 GMM accounts for some of the Z2.5112

scaling. If we took the scaling from 3-D simulations as given by equation (5) and simply113

added this to GMM with the VS30 scaling fixed from the regression, then we would double114

count the part of the Z2.5 scaling that was mapped into the VS30 scaling in the GMM. This115

double counting can be avoided by using the normalized basin depth term, Z
′
2.5. With this116

normalized term, equation (5) can be written as:117

Cbasin(Z2.5, VS30) = c0 + c2ln(Z
′
2.5)

= c0 + c2(ln(Z2.5))− c2(ln(Z2.5ref (VS30))
(6)

If there is a correlation between Z2.5 and VS30 in the empirical data set, then the Z2.5ref will118

be a function of VS30. The last term in equation (6) removes the part of the Z2.5 scaling that119

is already explained by the VS30 scaling in the GMM. If there is no correlation between Z2.5120

and VS30, then the Z2.5ref will be independent of VS30, and the last term is just a constant.121

Using the normalized basin depth, the scaling on VS30 is adjusted back to the value for the122

shallow site effect and the scaling on the Z2.5 is for the full basin effect.123

To show how this works, consider that the shallow site amplification and the deep basin124

amplification are independent physical effects and that the true site term is given by:125

fsite(Z2.5, VS30) = c0 + c1ln(VS30) + c2ln(Z2.5) (7)

Next, assume that in the empirical data set, the VS30 and Z2.5 are correlated, such that the126

Z2.5ref is given by:127

ln(Z2.5ref ) = a1 + a2ln(VS30) (8)
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If the GMM is first developed using a regression with VS30 scaling, without the Z2.5scaling,128

then the site term is given by:129

fsite(Z2.5, VS30) = c
′

0 + c
′

1ln(VS30) (9)

in which c
′
1 = c+ 1 + c2a2. The slope of ln(VS30) is different from the true c1 value because130

some of the ln(Z2.5) scaling is mapped into the ln(VS30) scaling due to the correlation between131

ln(Z2.5) and ln(VS30) in the empirical data.132

Using the 3-D simulations for a single VS30, the scaling for Z2.5 is modeled by:133

fsite(Z2.5) = c0 + c2ln(Z2.5) (10)

This basin scaling from the simulations can be added to the site term in equation (9) as the134

slope of the normalized basin depth:135

fsite(Z2.5, VS30) = c0 + c
′
1ln(VS30) + c2ln(Z

′
2.5)

= c0 + c
′
1ln(VS30) + c2ln(Z2.5)− c2(ln(Z2.5ref (VS30))

= c0 + c
′
1ln(VS30) + c2ln(Z2.5)− c2(a1 + a2ln(VS30))

= (c0 − c2a2) + (c
′
1 − c2a2)ln(VS30) + c2ln(Z2.5)

= (c0 − c2a2) + c1ln(VS30) + c2ln(Z2.5)

(11)

The last line of equation (11) shows that by using the normalized basin in the GMM, we136

can recover the correct scaling with both VS30 and Z2.5. This is the approach used in this137

study.138

We emphasize that the purpose of using the normalized basin depth in the GMM is not139

to impose the correlation observed in the empirical data set to all other sites but rather to140

remove the effects of the correlation in the empirical data set from the estimation of the site141

terms at new sites for which this correlation may not apply.142

In practice, the Z2.5 value for a new site may not be known. In this case, the default Z2.5143
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given the VS30 is often used. If the default basin depth is used, then there is an assumption144

that the correlation between VS30 and Z2.5 in the empirical data set applies to the new site;145

however, this correlation may not be applicable to the region of interest. A better approach146

is to develop an appropriate relation between VS30 and Z2.5 for the region of interest and use147

that relation to define the Z2.5 value for sites without a measured Z2.5.148

3-D SIMULATED GROUND-MOTION DATA SET149

Frankel et al. (2018) and Wirth et al. (2018) generated a set of broadband (0–10 Hz) simu-150

lated seismograms for M9 Cascadia interface events based on the combination of 3-D finite-151

difference simulations (≤ 1 Hz) and 1D stochastic synthetics (≥ 1 Hz). The source model152

used in the simulations was informed by observations of 2011 Tohoku, Japan M9 earthquake153

and the 2010 Maule, Chile M8.8 earthquake. For sites not in sedimentary basins, the re-154

sponse spectral values from the simulation results are consistent with the Abrahamson et al.155

(2016) GMM (called BCHydro2016) for periods between 0.1 to 6.0 sec. The finite-difference156

simulated and the stochastic synthetics are combined using matched filters at 1 Hz.157

The broadband simulated seismograms and the response spectra for 30 realizations of158

M9 earthquakes on the Cascadia subduction zone are described by Frankel et al. (2018) and159

Wirth et al. (2018). The 30 realizations include different hypocenters, slip distributions, and160

positions of the eastern edge of the rupture. The kinematic rupture model consists of high161

stress-drop M8 subevents on the deeper portion of the rupture zone combined with shallower162

background slip on the shallower part of the rupture zone. A map with the epicenters of the163

30 simulations is shown in Figure 3. The epicenters and the down-dip edge for the 30 events164

are listed in Table 1.165

The 3-D velocity model used the P- and S-wave velocity model developed by Stephenson166

et al. (2017) (a cutaway view in Fig. 1 of Frankel et al., 2018). The 3-D model extends from167

Cape Mendocino in the south to the middle of Vancouver Island in the north and includes168
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the subducted slab and the plate interface (McCrory et al., 2012). The deep basins, such as169

the Seattle and Tacoma basins, reach depths of 7-8 kilometers. The tomography results for170

the Seismic Hazards Investigation in Puget Sound (SHIPS) project and the crustal velocities171

of Moschetti et al. (2010) are also considering in this model. The minimum S-wave velocity172

was set at 600 m/s, which is a typical shear-wave velocity for the surficial glacial sediments173

in Seattle. To account for realistic small-scale variations in VS, a random component was174

added to the VS in the Quaternary sediments in the top 1.3 km of the model. Figure 4 shows175

the T=3 sec PSA map of the Puget Lowland area for one simulation scenario (ID1, epicenter176

43.617°N, 125.417°W) from Frankel et al. (2018). The large site amplifications are located in177

the Seattle and Tacoma basins, and the overall amplification of the Puget Lowland is higher178

than for the outside area.179

The velocity model covers approximately 40.2°N to 50°N and 121°W to 129°W with Z2/5180

values from about 100 to 7000 m depth (Stephenson et al. (2017)). In this study, we limited181

the region for the non-ergodic GMM development to the Puget Sound region: 46.9°N to182

48.3°N, and 121.5°W to 123.2°W. The spatial distribution of basin-depth parameter (Z2.5) in183

the study region is shown in Figure 5. For most of the region, the Z2.5 is greater than 1000184

m. A histogram of the sampling of the Z2.5 values is shown in Figure 6. With this sampling,185

the simulations provide constraints for a wide range of Z2.5 values.186

MODIFIED BASIN-DEPTH SCALING187

As a first step, the basin scaling in the AG20 model is modified to be consistent with the basin188

scaling in the M9 project simulations. To evaluate the basin scaling from the simulations,189

the total residuals, δ, from the 3-D simulations are computed relative to the AG20 model190

without the basin term:191

δ = ln(PSA)− ((AG20(M,R, ...)− fbasin(Z2.5)) (12)
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The total residuals at six periods (0.2, 1.0, 2, 3, 5, and 10 sec) are shown as a function192

of Z
′
2.5 in Figure 7. The squares show the mean residual for different Z

′
2.5 bins. The mean193

residual for each Z
′
2.5 bin and the corresponding range of Z2.5 values are listed in Table 2.194

For the long periods (T ≥ 1), the residuals are approximately constant at the smaller195

Z
′
2.5 values (Z

′
2.5 < 0.3), whereas there is a near-linear dependence with ln(Z

′
2.5) for larger196

Z
′
2.5 values. Because a uniform VS30 of 600 m/s is used in the simulations, Zref=2000 m for197

all sites, and Z
′
2.5=0.3 corresponds to Z2.5=560 m. In contrast, the residuals at short periods198

(e.g. T = 0.2 sec) do not show a trend with basin depth because the stochastic model used199

for frequencies greater than 1 Hz used a 1-D velocity structure rather than the 3-D velocity200

structure.201

The basin-depth term in the AG20 model is shown by the blue curve in Figure 7. For202

the deep basin sites, the slopes of the residuals are similar to the basin-depth scaling from203

the AG20 model. A key difference between the basin scaling in the AG20 model and the204

basin scaling from the 3-D simulations is the extension of the scaling to Z
′
2.5 less than 1205

(Z2.5 <2000 m) seen in the simulation results.206

We modified the basin-depth scaling of the AG20 model to be consistent with the basin207

scaling from the M9 simulations. The total residuals were fit to the following basin-depth208

model:209

fbasin3d(Z2.5) =


b1 ln(Z

′
2.5/Zx

′) + b2 for Z
′
2.5 > Z

′
x

b2 for Z
′
2.5 ≤ Z

′
x

(13)

An example of the new basin-depth scaling for T= 3 sec is shown in Figure 8. The red210

solid curve is the fit the residual and the blue curve is the AG20 basin scaling (not fit to211

the simulation residuals). For T=3 sec, the M9 simulations have Z
′
2.5 slope similar to the212

AG20 basin scaling for deep basin sites (Z
′
2.5 > 1 or Z2.5 > 2000 m ) even through the213

these two models are based on for different ray paths: the empirical AG20 basin terms are214

based on ray paths from intra-slab events, whereas the M9 simulations are based on ray215
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paths from interface events. There is an offset between the fit to the residuals and the AG20216

model. Because the basin scaling in the AG20 model is normalized to be zero at Z
′
2.5=1,217

the difference between the two curves at Z
′
2.5=1 reflects the average scale factor between the218

3-D simulations and the AG20 model. We interpret this difference as the average difference219

in the source as modeled by the 3-D simulations and a represented in the AG20 GMM.220

The objective of this study is to modify the AG20 GMM to capture the non-ergodic221

effects without changing the overall level of ground motion. The median Z2.5 for a given222

VS30 in the AG20 data set corresponds to Z
′
2.5=1. Therefore, we used the difference between223

the fit to the residuals and the AG20 basin term at Z
′
2.5=1 as the constant shift to center the224

simulations on the AG20 model. Using this shift allows us to incorporate the basin scaling225

from the 3-D simulations into the AG20 GMM without changing the average ground-motion226

level given by the AG20 GMM.227

The new basin-depth term is compared with the AG20’s basin-depth term for six periods228

in Figure 9. The period dependence of the basin-depth coefficients from the M9 simulations229

(b1) and from the AG20 model (a39 term) are compared in Figure 11a. The Z
′
2.5 slopes from230

the M9 simulations are slightly steeper than the Z
′
2.5 slopes in the AG20 model for periods231

between 2 sec to 5 sec. At other periods, the slopes for the Z
′
2.5 scaling in the simulations232

are flatter than in the AG20 model.233

The depth at which the basin scaling goes flat is shown in Figure 11c: it increases from234

Z2.5 = 170 m (Z2.5′ = 0.106) at T=1 sec to Z2.5 = 930 m (Z2.5′ = 0.477) at T= 10 sec,235

whereas in the AG20 model, Zx is fixed to 1.0 corresponding to 5000 m for VS30= 200 m/s236

and 2000 m for VS30 > 570 m/s.237

The constant shift (CSIM) between the simulations and the AG20 model at Z
′
2.5=1 is238

shown in Figure 11b. On average, the simulated ln(PSA) values are about 0.7 for the239

period range of 1.5 to 3 sec, corresponding to a factor of 2 increase over the AG20 model240

for this period range. While we do not use this difference in our modified AG20 model for241

non-ergodic effects, these terms can be used to scale the AG20 model if a model consistent242

13



with the overall level of ground motion from the M9 simulations is desired. The coefficients243

of equation (13) for 1 sec to 10 sec are listed in Table 3.244

The updated basin scaling is also shown in terms of the Z2.5 without the normalization245

in Figure 10. This is the same information as shown in Figure 9, but is easier to interpret246

without the normalization.247

Maps of the basin terms for T=3 sec for the original AG20 model and the modified AG20248

model are shown in Figure 12. For this period, the main difference is for sites with Z2.5 <249

2000 m, with the modified basin scaling leading to reduced ground motions for the shallow250

Z2.5 values as shown by the light-blue and dark-blue regions.251

The AG20 model with the modified basin-depth scaling is given by:252

AG20SIM−erg(M,R, ...) = AG20(M,R, ...)− fbasin(Z2.5) + fbasin3d(Z2.5)− CSIM (14)

In the remainder of the paper, we refer to this modified basin-term model as AG20SIM−erg. It253

is called an ”ergodic” model for Cascadia because it applies to the entire region even though254

it is not a global model and includes region-specific terms. This simplifies the terminology255

when we later incorporate the partially non-ergodic site terms into the modified AG20 GMM256

for Cascadia.257

Extrapolation to Short Periods258

The M9 Project simulations combine 3-D simulations for low frequencies with 1-D stochastic259

simulations for high frequencies. The two sets of simulations are combined using match filters260

at 1 Hz to give broadband simulations. As a result, the basin effects are not represented at261

high frequencies and are only partially represented at the 1 Hz match-filter frequency.262

The basin scaling from the simulations is compared to the basin scaling from the AG20263

model in Figure 13. The simulations show a rapid decrease in the basin term for periods264
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less than 2 sec, reflecting the match filters. The empirically based basin scaling in the AG20265

model decays more slowly for periods less than 2 sec than for the simulations, reaching zero266

at T=0.2 sec. We assume that the basin effects in the simulations are fully captured for267

periods of 2 seconds or greater, but that they are underestimated for periods less than 2 sec.268

The basin scaling at long periods from the simulations is extrapolated to periods less269

than 2 sec using linear interpolation between 0.2 sec and 2 sec on the log-period axis. To270

have a smooth transition at T=0.2 sec, a cubic function is used with constraints that the271

value and the first derivative are both zero at T=0.2 and the derivative equals the slope272

of the linear interpolation at the midpoint (in log units) between 0.2 and 2 sec. The taper273

function is zero at T = T1 and unity at T = T2. The taper function is given by:274

Taper1(T ) =



0 for T < T1

4
(

ln(T/T1)
ln(T2/T−1)

)2
− 4

(
ln(T/T1)
ln(T2/T−1)

)3
for T1 < T <

√
T1T2

ln(T/T1)
ln(T2/T−1) for

√
T1T2 < T < T2

1 for T > T2

(15)

In this application, T1=0.2 sec and T2=2 sec.275

The extrapolation to shorter periods scales the basin term for T=2 sec from the 3-D276

simulations by the taper. With this extrapolation, the basin term is given by:277

fbasin3d(T ) =


fbasin3d(T = 2)Taper1(T ) for T < 2sec

fbasin3d(T ) for T ≥ 2sec

(16)

This extrapolation is shown by the short dashed lines in Figure 13.278

Using these basin factors, the median response spectra for an M9 interface earthquake at279

a distance of 100 km and VS30=600 m/s are shown for Z2.5 values between 100 m and 8000280

m in Figure 14. For Z2.5 values less than 1000 m, there is strong flattening in the spectral281

shape for periods greater than 3 sec. This change in spectra shape for sites with low Z2.5282
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values is seen in the 3-D simulations, but it is an unusual shape for empirical GMMs. This283

shape can be removed by using a lower limit of 1000 m for Z2.5, but for this study, we follow284

the trends of the simulations and do not apply a lower limit to the Z2.5 values.285

Comparison with SDCI Basin Factors286

The models for the basin scaling from the AG20 GMM (fbasin) and the 3-D simulations287

(fbasin3d) are compared to the SDCI basin factors in Figure 15. For both the fbasin and fbasin3d288

models, the basin factors are normalized to a reference Z2.5 of 3000 m to be consistent with289

the SDCI definition. The SDCI basin factors approximately envelop the normalized basin290

factors from the empirical AG20 model and from the 3-D simulations for Z2.5 less than 7000291

m.292

Evaluation of Residuals for the Modified AG20 model293

Using the AG20SIM−erg model that includes the modified basin-depth term, we recomputed294

the residuals for the M9 simulations using the following model:295

ln(PSA) = AG20SIM−erg(M,R, ...) + CSIM + δB + δS2S + δWS (17)

in which δB is the between-event residual, δS2S is the between-site residual, and δWS is296

the within-site residual. The total residuals for T = 2, T=3, and T=5 sec are shown as297

functions of RRUP and Z2.5 in Figure 16. The similar plots for the within-site residuals are298

shown in 17. For distances up to 250 km covered by the simulations, the distance scaling of299

the AG20SIM−erg model is consistent with the distance scaling of the M9 simulations even300

though the regionalized distance terms in the AG20 model are based on intra-slab data,301

whereas the distance scaling in the M9 simulation is for interface events. The M9 simulation302

results are limited to rupture distances less than 250 km, so this comparison does not provide303

a check on the distance attenuation in the AG20 model for interface events at larger distances304
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covering eastern Washington and Idaho.305

Although the average distance scaling from the M9 simulations is consistent with the306

AG20 distance scaling, two realizations have different distance scaling from the AG20 GMM:307

event ID 9 (43.75°N, 123.98°W) has steeper attenuation with distance and event ID 22308

(46.77°N, 125.44°W) has flatter attenuation with distance as shown in Figure 18. Event309

ID 9 has the eastern-most down-dip edge of the source model and event ID 22 has the310

western-most down-dip edge. Other events with similar epicenter locations and with the311

same down-dip edges do not show similar differences in the distance scaling, so this does not312

appear to be a systematic effect due to epicenter location or the down-dip edge location.313

The between-event residuals are shown as a function of period in Figure 19. Two events314

(ID 4: 48.25°N, 124.67°W and ID 12: 46.87°N, 124.54°W) have much more negative event315

terms than the other 28 events and appear as outliers. Both events ID 4 and ID 12 have316

epicenters located in the northern end of the rupture and both are for the middle down-317

dip edge. The other events with epicenters to the north and with the middle down-dip318

edge (ID10, ID 15 and ID 16) do not have a large negative event term. Excluding the two319

outliers would increase the median from the simulations by 5-10%, but it would not affect320

the non-ergodic GMM.321

Based on this evaluation of the residuals, we conclude that the distance scaling in the322

AG20SIM−erg model is consistent with the distance scaling in the simulations for the distances323

up to 250 km Therefore, no modifications are made to the distance scaling in the AG20 GMM.324

In the following model development, we used the M9 data from all 30 events to modify325

the AG20 GMM to be a partially non-ergodic GMM, including the four events discussed326

above that appear as outliers in amplitude or distance scaling.327
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NON-ERGODIC SITE TERMS328

Following the notation of Al Atik et al. (2010), the general form for the median for a non-329

ergodic GMM can be written as:330

µnonerg(M,R, S, ..., te, ts) = µerg(M,R, S, ...) + δL2L(te) + δS2S(ts) + δP2P (te, ts). (18)

in which µerg(M,R, S, ...) is the ergodic GMM model, δL2L is the median shift in the source331

term for the earthquake location, δP2P is the median shift in the path term (distance scaling)332

for the earthquake and site location, and te and ts are the coordinates of the earthquake and333

the site, respectively. The δS2S term is the same as in equation 17. The fully non-ergodic334

GMMs account for the systematic source and path effects in addition to the systematic site335

effect by including the non-ergodic terms that depend on the geographical locations of the336

source and/or site.337

In the M9 simulations, the sources are all M9 Cascadia earthquakes, so we cannot separate338

the path effects from the site effects. Therefore, we develop a non-ergodic Cascadia GMM339

that combines the path and site terms into a single site term and uses the AG20 model with340

the modified basin-depth scaling as the reference ergodic model. The median is given by:341

µnonerg−CAS(M,R, S, ..., ts) = AG20SIM−erg(M,R, ...) + δS2S(ts). (19)

The between-site residuals, δS2S, are shown as functions of distance and Z2.5 in Figure342

20. Again, there are no significant trends in the total residuals with distance or Z2.5; however,343

there is larger variability for Z2.5 > 1000 m reflecting greater variability for sites in basins344

than for sites outside the basins.345
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Non-Ergodic GMM Methodology346

We could just treat the δS2S in equation (19) as a site-specific constant that is independent347

between sites. Instead, we used the non-ergodic GMM framework that includes the spatial348

correlation of the non-ergodic terms. This leads to a smoother spatial variation of the non-349

ergodic site terms than the traditional random-effects approach. An added advantage of350

using the non-ergodic framework is that it allows us to test the applicability of the non-351

ergodic GMM methodology for very large data sets. As we move to including non-ergodic352

path effects in the future, this more complex methodology will need to be used in place of353

simple random-effects regression.354

In recent studies (e.g. Landwehr et al., 2016; Lavrentiadis et al., 2021; Meng and Goulet,355

2021; Sung et al., 2021), the non-ergodic terms were estimated using the variable coefficient356

model (VCM) approach which is based on Gaussian Process regression with a hierarchical357

Bayesian framework using Monte-Carlo Markov-Chain (MCMC) sampling as given in the358

program Rstan or STAN (Stan Development Team, 2020); however, MCMC becomes com-359

putationally expensive for a very large data set. For the M9 project simulations, there are 30360

realizations for over 20,000 sites, leading to over 600,000 ground-motion values which makes361

MCMC not practical. Therefore, we adopted the Integrated Nested Laplace Approximation362

(INLA) approach (Rue et al., 2009, 2017) as an alternative approach that is computation-363

ally faster with reduced memory requirements. INLA (Lindgren et al., 2015) focuses on364

individual posterior marginal distributions rather than estimating the joint posterior distri-365

bution of the model parameters and can be expressed as latent Gaussian Markov random366

fields (GMRF). The latent GRMF structure of the model will have zero mean and precision367

matrix Q (Σ−1), which is based on a vector of hyperparameters (θ) and which will often be368

very sparse, reducing the computation time.369

The full joint distribution of the observations (y), the latent process (x) and the hyper-370
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parameters (θ) can be written as follows:371

p(x, θ|y) =
p(y|x, θ)p(x, θ)

p(y)
= p(y|x, θ)p(x|θ)p(θ) (20)

in which y is a vector of n observations = (y1,...,yn); p(y) is the marginal likelihood, which is372

a normalizing constant and is often ignored. p(x, θ) is the joint distribution for the random373

effects and the hyperparameters = p(x|θ)p(θ). p(θ) is the prior distribution of the ensemble374

of hyperparameters.375

Moreover, the statistical framework for Bayesian inference in the previous models can be376

further written in the following forms:377

log p (y|x, θ) =
∑
i

log p (yi|xi, θ) (21)

378

log p (x|θ) ∝ 1

2
log |Q(θ)| − 1

2
(xTQ(θ)x) (22)

379

θ ∼ p(θ) (23)

Here, the distribution of the observation y at index i depends only on the value of the latent380

variable xi for the Gauss Markov random field. xi is a multivariate normal distribution with381

a sparse precision matrix Q. The precision matrix has mostly zeroes (e.g., xi and xj is the382

conditionally independent), and the zeroes are not be stored in memory which reduces the383

memory requirements384

Within the INLA framework, we do not attempt to estimate the full joint posterior distri-385

bution, p (x, θ|y), but rather estimate the univariate posterior marginals of the latent effects,386

p (x|y) and hyperparameters, p (θ|y). Rue et al. (2009) provides a method for approximat-387

ing the marginal distributions using different approximations (Gaussian, Laplace, simplified388

Laplace) to the distributions involved and adopting the Laplace approximation for the inte-389
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grals to obtain the approximation for p (x|y) and p (θ|y) per element.390

391

The approximation for the latent effects is given by:392

p (xi|y) =

∫
p (xi|θ, y) p (θ|y) dθ '

∑
k

p̃ (xi|θk, y) p̃ (θk|y) ∆k = p̃ (xi|y) (24)

393

p̃ (xi|θ, y) = N
{
xi, µi(θ), σ

2
i (θ)

}
(25)

The approximation for hyperparameters is given by:394

p (θk|y) =

∫
p (θ|y) dθ−k '

∫
p̃ (θ|y) dθ−k = p̃ (θk|y) (26)

in which p̃ (·|·) is an approximated density of its arguments; µ(θ) is a vector of the mean of395

the approximation; σ2(θ) is a vector of corresponding marginal variances; ∆k is the weight396

associated with θk for the hyperparameters in the element; θ−k is a vector of hyperparameter397

θ without the element θk.398

For the R-INLA package, there are tools that can sample from the posterior distribution399

of the model at the mesh nodes and interpolate the distribution to new locations. The400

mean (µi) and variance (σ2
i ) of the marginal distribution for the individual latent effect xi401

(non-ergodic term) are given by:402

E[xi] = µi =
∑
j

ωjµj (27)

403

V ar[xi] = σ2
i =

∑
j

ωj(µj − µ)2 (28)

in which ωj is the weight, µj is the jth sample of the marginal distribution.404

The non-ergodic site term were estimated using the computer software R-ILAN based
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on the Matern covariance function. The covariance function between a pair of sites for

cov(xsta, x
′
sta)) is defined as

cov(xsta, x
′

sta) = Θ2 21−υ

Γ(υ)
(
√

8υ||xsta − x
′

sta||/ρ)υKυ(
√

8υ||xsta − x
′

sta||/ρ)). (29)

in which Γ is the Gamma function; ρ is the correlation lenght, Θ is the marginal standard405

deviation of the spatial field; υ is the smoothness parameter; xsta and x
′
sta are the coordinates406

of the two sites depending on the coefficient; Kυ is the modified Bessel function of second407

kind and order υ > 0.408

The resulting hyperparameters of equation (29) are listed in Table 4 and shown in Figure409

21. The correlation lengths of simulation are about 40 km for all periods which is greater410

than the correlation length of empirical data of California (∼ 10 km) found by Lavrentiadis411

et al. (2021). This larger correlation length from the M9 simulations compared to empirical412

data for California earthquakes may be due to the single path in the simulations that does413

not capture the variability from different ray pays. Variable path effects are expected to414

reduce the spatial correlation lengths of the path effects.415

Maps of the non-ergodic site term, δS2S, for T=3 sec and T=5 sec are shown in Figure416

22. These site terms show the larger basin terms (positive values) for sites located close to417

the western portion of the Seattle basin and the eastern portion of the Tacoma basin.418

For comparison, we also computed the site term using a standard random-effects approach419

(without spatial correlation of the δS2S). These maps are shown in Figure 23. We then420

computed the difference between the site terms based on the random-effects without spatial421

correlation (δS2S) and the non-ergodic site terms with spatial correlation (δS2Snonerg). The422

spatial distributions of the differences for T=3 and T=5 sec are shown in Figure 24. The423

largest differences are at basin edge sites where there are rapid changes in the basin terms.424

The differences are shown as a function of Z2.5 in Figure 25. The mean difference is near zero425

(no bias) and the standard deviation of the difference is less than 0.052 natural log units,426
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but the differences are large at a few sites. For T=3 sec, the largest differences are ±0.25427

natural log units. For all periods, the largest differences are for T=2 sec at basin sites with428

Z2.5 > 1000 m, with differences up to ± 0.5 natural log units. Figure 26 shows the map of429

differences for T=2 sec for a cross section that goes through the maximum differences.430

The non-ergodic site term is the deviation from the average basin scaling given by the431

GMM. The total basin term is the sum of the new basin-depth scaling and non-ergodic site432

term. The map of the total basin term for T=3 sec is shown in Figure 27. By including the433

non-ergodic site terms, the large site terms are not only in the deepest part of the basin.434

For example, for the Seattle basin, there is a broad zone of large amplification that extends435

west of the deepest part of the basin.436

ALEATORY VARIABILITY437

The total standard deviation (σ) is computed from the sum of the between-event variance438

(τ 2) and the within-event variance (φ2):439

σ =
√
τ 2 + φ2 (30)

The within-event standard deviation is decomposed into the between-site standard deviation,440

φS2S, and the within-site (single-station) standard deviation, φSS.441

φ =
√
φ2
S2S + φ2

SS (31)

The single-station total standard deviation, σSS, is given by442

σSS =
√
τ 2 + φ2

SS (32)

For seismic hazard calculations, σ is used as the aleatory variability for the ergodic443

GMM, and σSS is used for the aleatory variability for the partially non-ergodic GMM with444
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the site-specific site effects removed. The φS2S represents the epistemic uncertainty in the445

non-ergodic site term for sites well outside the region with data (e.g., outside the region by446

more than the correlation length).447

The sigma models for the AG20 model are also included in our comparisons. The AG20448

global τ model and the AG20 Group 1 φ, φSS, and φS2S models that are recommended for449

application to Cascadia are given below:450

τ = 0.47 (33)

451

φ = φ1 (34)

452

φ2
1(RRup, T ) =


d1(T ) for RRUP < 150

d1(T ) + d2(T )
(
RRup−150

300

)
for 150 ≤ RRUP ≤ 450

d1(T ) + d2(T ) for RRUP > 450

(35)

453

φS2S(T ) =
√
φ2
1(RRUP = 100, T )− 0.165 (36)

454

φSS(RRUP , T ) =
√
φ2(RRUP , T )− φ2

S2S(T ) (37)

The d1 and d2 coefficients for the φ2
1 model are listed in Table 5455

Aleatory Variability Models456

The four components of the aleatory variability, τ , φ, φSS, and φS2S, are shown in Figure457

28. For each standard deviation component, the results from the simulations are compared458

to the AG20 model for Cascadia given in equations (33) to (37). The values of φ, φSS, and459

φS2S for the 3-D simulations and the AG20 GMM are listed in Table 6.460
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Tau461

For τ (Figure 28a), the between-event variability from the simulations is less than the462

between-event variability from the AG20 model. The AG20 τ model is a global value from463

interface and intra-slab earthquakes. The τ from the simulations is similar to the AG20 τ464

for periods greater than 2 sec which is the deterministic part of the simulations. For shorter465

periods, the stochastic simulations lead to much smaller τ values than the AG20 model. In466

PSHA applications, we recommend using the global τ from the AG20 GMM because it is467

empirically based and does not have to very small τ values for periods less than 2 sec.468

Phi469

For φ (Figure 28b), the within-event variability from the simulations relative to the AG20470

model (green curve) is large for T=1.5 to T=4 sec. This is due to the limit on the basin-depth471

scaling to deep basin sites (Z
′
2.5 > 1) in the AG20 model. With the modified basin-depth472

scaling, the φ from the simulations (blue curve) is similar to the Cascadia φ model from473

AG20 (black curve) for T=1.5 to T=4 sec. The simulations lead to smaller φ values for long474

periods (T>5 sec). For comparison, the φSS from the simulations is shown by the red curve.475

The strong period dependence seen in the φ values is not seen in the φSS values, indicating476

that the period dependence is related to the site terms.477

The distance dependence of φ is shown in Figure 29 for periods of 0.2, 1, 2, 3, 5, and 10478

sec. For distances of 50-120 km, the φ for the AG20SIM−erg model is approximately constant.479

There is a trend of decreasing φ with increasing distance for distances of 120-200 km. The φ480

model from AG20 (black curve) is slightly lower than the φ from the simulations for periods481

of 2-3 sec, and it is larger than the φ from the simulations at longer periods. This indicates482

that the 3-D basin effects for periods of 2-3 seconds are more variable in the Seattle region483

than in other subduction zone regions, whereas at 5-10 sec, the other regions show more484

variability.485
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PhiSS486

For φSS (Figure 28c), the standard deviations are similar for the all the models based on the487

3-D simulations because the site term is removed. At long periods (T> 1 sec), the φSS for the488

simulations is smaller than the global φSS for the AG20 model: the φSS for the simulations489

is about 0.3 compared to 0.41 for the AG20 model.490

The distance dependence of φSS is also shown in Figure 29 (red curve) for periods of 0.2,491

1, 2, 3, 5, and 10 sec. There is a weaker distance dependence (120-200 km) for φSS than for492

φ.493

PhiS2S494

For φS2S (Figure 28d), the between-site variability from the simulations relative to the AG20495

model (green curve) is large for T=1.5 to T=4 sec. As discussed for the φ model, this increase496

is due to the limit on the basin-depth scaling to deep basin sites (Z
′
2.5 > 1) in the AG20497

model. The φS2S values estimated with and without spatial correlation are similar to each498

other due to the dense sampling of the simulations. The φS2S values from the simulations499

are similar to the φS2S model from AG20 at periods between 1.5 and 5 sec. This indicates500

that the variability in the site effects due to the 3-D velocity model for Cascadia is similar501

to the 3-D effects for sites in other regions represented in the empirical data used used by502

AG20 for T=1.5 sec to T=5 sec.503

The dependence of the φS2S on Z2.5 is shown in Figure 30 for periods of 1, 2, 3, and 5 sec.504

Again, the larger φS2S values for the AG20 model in the 2-5 sec period range for Z2.5 values505

of 1000 to 2000 m are due to the lack of scaling for low Z2.5 values in the AG20 GMM. There506

is an increase in the φS2S for Z2.5 values between 1000 and 3000m indicating that the basin507

factors for specific sites are more variable over this range of depth depths and may reflect508

basin edge effects.509

The φS2S values from the AG20 model range from 0.3 to 0.4 and are based on data510

from three regions (Cascadia, New Zealand, and Taiwan). This model did not consider a511
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Z2.5 dependence because Z2.5 values were not available for regions other than Cascadia and512

Japan.513

Abrahamson and Gulerce (2020) found a strong regional dependence for φS2S. Therefore,514

a Cascadia-specific φS2S is developed based on the 3-D simulations and the AG20 φS2S model.515

At short periods (T ≤ 1.0 sec), the M9 simulations do not capture the full variability, so516

the φS2S values from the AG20 model are assumed to apply to Cascadia. At intermediate517

periods (1.5 ≤ T ≤ 5), the φS2S from the 3-D simulations are slightly larger than the φS2S518

from the AG20 model. The results from the 3-D simulations are considered reliable for this519

period range and are used for the Cascadia-specific model. At long periods (5 < T < 10520

sec), the φS2S from the 3-D simulations shows a strong reduction as the period increases.521

This feature was also seen in the empirical data in the AG20 model development, but a522

more gradual decrease was imposed on the model to avoid a large change in the shape of the523

uniform hazard spectra at long return periods. For the Cascadia-specific φS2S, we used the524

average of the φS2S from the 3-D simulations and the φS2S from the AG20 model to smooth525

out the period dependence. The resulting Cascadia-specific φS2S is given in the last column526

of Table 6.527

Total Sigma528

The total standard deviations for the AG20 model, AG20SIM−erg model, and AG20 non-529

ergodic model are compared in Figure 31. The sigma values are shown for three combinations530

of the φ and τ : the first sets uses the φ and τ from the simulations; the second set uses the531

empirical φ and τ from the AG20 GMM; and the third set uses the φ from the simulations532

and the global τ from the AG20 GMM. Table 7 lists the digital values for the total standard533

deviation for the different models.534

The total standard deviation computed using the φ for the AG20SIM−erg model with the535

global τ (dashed-blue curve) is similar to the empirical AG20 model (black curve) for periods536

between 1.5 and 4 sec. For the AG20SIM−erg model and the non-ergodic model, there is a537
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slight reduction in σ as the period increases from 2-10 sec, consistent with the trend in the538

empirical AG20 sigma model.539

Single-Station Sigma540

The period dependences of the σSS models are shown in Figure 32a. The σSS from the541

simulations ranges from 0.50 to 0.58. In comparison, the AG20 σSS model for Cascadia is542

a period-independent 0.62. For reference, the AG20 σ model for Cascadia is also shown in543

Figure 32a by the solid black curve.544

Studies of crustal ground-motion data have found that the single-station sigma is typically545

15-20% smaller than the ergodic sigma for long-period ground motions in California (Lin et al.546

(2011)). The ratios of the single-station sigma to total sigma are shown in Figure 32b. The547

ratio for the AG20 model is between 0.84 and 0.90. For the simulations, there is a greater548

reduction with ratios between 0.75 and 0.85.549

In most applications of partially non-ergodic GMMs, a single average σSS model is used550

for all sites in the region. This is like an ergodic assumption for the variability term. With551

the 30 events for the 3-D simulation, the single-station sigma can be computed for each site.552

These site-specific standard deviations, denoted σSS,s, are shown on a map for T = 1.5 sec553

and 3 sec on Figure 33 and Figure 34. These maps show that the σSS,s is larger near the554

edges of basins.555

The site-specific single-station sigma is also computed for different distance bins as shown556

in Figure 35 for periods of 0.2 sec to 10 sec. For periods of 1.5 - 10 sec, there is no significant557

distance dependence of the σSS,s for distances less than 200 km. For T=0.2 sec and T=1558

sec, there is a trend of decreasing σSS with increasing distance, but the σSS values for the559

simulation for these short periods are much lower than for the longer periods.560
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NON-ERGODIC PSHA IMPLEMENTATION561

For traditional ergodic GMMs, the seismic hazard for the ith source is given by:562

Hazi(Y > z) = Ni(Mmin)

∫
M

∫
R

fmi
(M)fRi

(R,M)P (Y > z|M,R, S)dR dM (38)

in which Ni(Mmin) is the rate of earthquake with M > Mmin, fmi
(M) is the magnitude563

probability density function, and fRi
(R,M) is the distribution of distances for a given mag-564

nitude for the ith source. The conditional probability of exceeding the ground motion for a565

given scenario is given by:566

P (Y > z|M,R, S) = 1− Φ

(
ln(z)− µerg(M,R, S)

σerg(M,R)

)
(39)

567

in which µerg(M,R, S) is the median ground motion in ln units, σerg(M,R, T ) is the standard568

deviation, and Φ() is the cumulative distribution function of a standard normal distribution.569

For a partially non-ergodic GMM, the P (Y > z|M,R, S) term is modified as follows:570

P (Y > z|M,R) = 1− Φ

(
ln(z)− [µerg(M,R, S) + δS2Snonerg(Lats, Lons)]

σSS(M,R,Lats, Lons)

)
(40)

in which Lats and Lons are the coordinates of the site locations; σSS is the single-station571

aleatory standard deviation, which can be a regional value or a site-specific value.572

Implementing a partially non-ergodic GMM in probabilistic seismic hazard requires three573

changes to the ergodic GMM:574

• Modify the the central estimate of the median ground motion by the non-ergodic site575

term, δS2Snonerg576

• Reduce the aleatory variability to the σSS value or to the site-specific σSS,s value577

• Include the epistemic uncertainty in the value of the non-ergodic site term in the GMM578
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logic tree579

The first two changes were addressed earlier. The estimate of the epistemic uncertainty in580

the non-ergodic site term is described below.581

Epistemic Uncertainty in δS2S582

The standard deviation of the epistemic uncertainty of the non-ergodic term for the Cascadia-583

specific non-ergodic model for the Puget Lowland shown in Figure 36 is computed using the584

VCM results. For sites in the simulation region, the statistical estimate of the epistemic585

uncertainty of the non-ergodic site term are all small (< 0.1 natural log units) due to the586

large number of realizations (30) and the dense sampling of the site locations for the available587

simulation data. The epistemic uncertainty from the VCM model is denoted σmu−SIM . For588

sites outside the region with simulations, the epistemic uncertainty increases and reaches a589

value close to φS2S. That is, for sites that are much farther from the simulation region than590

the correlation length, the site term is assumed to be a random sample from the distribution591

of δS2S for the region with the simulations. The δS2S are normally distributed with mean592

zero and standard deviation φS2S.593

With 30 realizations, the standard error of the non-ergodic site term in the simulation594

region is small; however, this small uncertainty does not capture the uncertainty in the 3-595

D velocity model. Ideally, we would have simulations for multiple 3-D velocity models to596

capture the effects of the uncertainty in the 3-D velocity model, but there are high compu-597

tational costs involved in these 3-D simulations. Currently, the M9 simulations are available598

for only a single 3-D velocity model. This is also a limitation for other 3-D simulations for599

large regions such as the 3-D simulations for the San Francisco Bay Area by Rodgers et al.600

(2020).601

Without results from a suite of 3-D velocity models, we assumed that the epistemic602

uncertainty due to the 3-D velocity model is one half of the φS2S at all locations for T >603

2 sec. In terms of variance, this is equivalent to assuming that the ground motions for the604
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alternative 3-D velocity models would have 25% of the variance of the δS2S from the single605

velocity model. For shorter periods, we assume that the uncertainty due to the 3-D velocity606

model increases to 100% of the variance of δS2S at T=0.5 sec (i.e., the 3-D velocity model607

does not provide any contraints on the site terms for T ≤ 0.5 sec). With these assumptions,608

the variance of the epistemic uncertainty due to the 3-D velocity model is given by:609

σ2
3D−V S(T ) = φ2

S2S(T )(1− 0.75Taper2(T )) (41)

in which Taper2(T ) is a linear taper (on a log period axis ) from 0.5 sec to 2 sec:610

Taper2(T ) =


1 for T > 2(

1 + ln(T/2)
ln(0.5/2)

)
for 0.5 < T ≤ 2

0 for T <0.5

(42)

This is an assumed model for the uncertainty in the ground motion due to the 3-D611

velocity model uncertainty; it has no quantitative basis from 3-D simulations with uncertain612

3-D velocity structures. This assumed model should be reviewed and updated as additional613

3-D simulations with alternative 3-D profiles become available.614

For non-ergodic GMMs that include path-specific effects separate from the site effects, a615

large number of branches of the logic tree is needed to capture the uncertainty in the non-616

ergodic terms for all different combinations of ray paths: for example, Sung et al. (2021) and617

Lavrentiadis et al. (2021) use 100 branches to capture the uncertainty of the non-ergodic618

terms for combinations of all the different path effects for different source locations. For619

the partially non-ergodic GMM with only non-ergodic site terms, fewer branches are needed620

for the uncertainty in the non-ergodic because the non-ergodic terms apply to all source621

locations.622

For the partially non-ergodic GMM, we discretize the normal distribution for the non-623

ergodic site terms that was developed as part of the VCM. In PSHA studies, it is common to624

model a normal distribution by a three-branch logic tree with site terms given by the median625
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shifted by -1.65, 0, and +1.65 times the epistemic uncertainty with weights of 0.185, 0.63,626

and 0.185. These shifts and weights recover the mean and variance of the underlying normal627

distribution. In the following example hazard analysis, we use this three-point discretization628

of the normal distribution for the logic tree branches for the epistemic uncertainty in the629

non-ergodic terms.630

Example Sites631

We selected four sites, shown in Figure 37, to use as examples for the comparison of the632

ergodic and non-ergodic hazard results. The coordinates and Z2.5 values for the sites are633

listed in Table 8. SITE 1 is near the middle of the Seattle basin and has a large basin634

depth (6713 m). The locations of SITE 2 and SITE 3 are also in the Seattle basin, one near635

the east-northern area (SITE 2, basin depth = 2120 m), another close to the west-northern636

region (SITE 3, basin depth = 3295 m). The median non-ergodic site term for SITE 2 is637

a positive value, whereas the site term for SITE 3 is a negative value. The last site, SITE638

4, is located outside the region for the simulations (basin depth = 1721 m). The median639

non-ergodic site term for SITE 4 is near zero. The location of the four sites on the map of640

the total basin term is shown in Figure 38. The total basin effects are largest at SITE 1 and641

SITE 2.642

The distributions of the epistemic uncertainty for the four sites are shown in Figure643

39. The distributions for the regions within the simulation region are much narrower than644

for SITE 4 which is outside the simulation region, reflecting the lack of simulation data to645

constrain the non-ergodic site term at SITE4.646

Hazard Results647

We calculated non-ergodic hazard for PSA at T=3 sec for the four example sites using the648

original AG20 GMM, the AG20SIM−erg GMM (with the modified basin scaling), the non-649

ergodic GMM with the regional σSS, and the non-ergodic GMM with a site-specific σSS,s.650
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For the non-ergodic GMM with the regional σSS, the 5th, 50th, and 95th fractiles for the651

epistemic uncertainty in the non-ergodic site term are also shown. These correspond to the652

three branches of the logic tree for the epistemic uncertainty in the non-ergodic site terms.653

For reference, the hazard for the BCHydro2016 GMM is also shown. The non-ergodic site654

terms and the aleatory standard deviations for each case are listed in Table 9.655

For this calculation, we only included the hazard from the interface sources. The source656

model is taken from the BCHydro (2012) source model for Cascadia interface. Because the657

hazard is only for the interface sources, the hazard at 1E-4 to 2E-4 are likely to represent658

the ground-motion level for the 2500-yr return period from all source types (interface, slab,659

and crustal) based on the interface sources contributing 20-50% to the hazard. The changes660

to the 1E-4 ground motion shown in these plots will be larger than for the total hazard for661

all sources because only the interface GMM was modified; the hazard from the other sources662

(crustal and slab) will be unchanged.663

The hazard curves are shown in Figure 40. Overall, non-ergodic hazard curves are steeper664

than others for all sites because the aleatory variability is reduced for the non-ergodic GMM.665

The non-ergodic hazard curves are also shifted to the left or right based on the positive or666

negative values of the site-specific non-ergodic term. The mean non-ergodic GMM includes667

the effect of the epistemic uncertainty in the non-ergodic terms. As this uncertainty increases,668

the slope of the mean hazard curve becomes flatter.669

SITE 1 (Z2.5 = 6713 m with a negative (-0.09) non-ergodic term) shows a reduction in the670

mean non-ergodic hazard levels at low exceedance rates with a steeper slope because of the671

reduced aleatory variability. The stronger basin-depth scaling in fbasin3d model compared to672

the original fbasin leads to an increase in the ground motion of about 10% for this basin depth.673

At an annual frequency of exceedance of 1 ×10−4, the non-ergodic GMM leads to about a674

factor of 2 reduction in the hazard (y-axis). The hazard curve based on the BCHydro2016675

model is much lower due to the lack of basin depth scaling in this GMM. For this site, the676

site-specific σSS,s is similar to the regional σSS, so the two mean non-ergodic hazard curves677
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are similar.678

For SITE 2 (Z2.5 = 2120 m with a positive (0.49) non-ergodic term), the hazard is similar679

for the AG20 and AG20 with 3-D basin terms because the fbasin3d model is normalized to be680

equal to the fbasin model in the AG20 GMM for Z2.5 = 2000 m. The two non-ergodic mean681

hazard curves are much higher than the erogodic hazard curves due to the large positive682

non-ergodic site term. In this case, the site-specific σSS,s is larger than the regional σSS for683

this basin edge site, so the site-specific single-station sigma leads to an increased hazard.684

The lower range of the epistemic fractiles for the non-ergodic hazard encompass the ergodic685

hazard curve.686

For SITE 3 (Z2.5 = 3295 m with a negative (-0.71) non-ergodic term), the hazard is slightly687

larger for AG20 with 3-D basin terms than for the AG20 GMM because of the stronger basin-688

depth scaling in the 3-D simulations. The two non-ergodic mean hazard curves are much689

lower than the ergodic hazard curves due to the large negative non-ergodic site term. In690

this case, the site-specific σSS,s is smaller than the regional σSS, so the site-specific sigma691

leads to a slightly steeper hazard curve. The upper range of the epistemic fractiles for the692

non-ergodic hazard is well below the ergodic hazard curves, indicating greater confidence in693

the change in the hazard for this site compared to the other sites.694

For SITE 4 (Z2.5 = 1721m with a near zero (-0.01) non-ergodic term), the hazard is lower695

for AG20 with 3-D basin terms than for the AG20 GMM because of the stronger basin-696

depth scaling is extended to Z2.5 values less than 2000 m. The two non-ergodic mean hazard697

curves are similar to the erogdic hazard curves due to the large epistemic uncertainty in the698

non-ergodic site term that offsets the reduction in the aleatory variability. In this case, the699

site-specific σSS,s is much larger than the regional σSS, so the site-specific sigma leads to a700

flatter hazard curve. The range of the epistemic fractiles for the non-ergodic hazard captures701

the ergodic hazard curves.702

Comparing change in the hazard curves for the four sites, the T=3 sec ground motion703

at the 1E-4 hazard level using the partially non-ergodic GMM (purple and orange dashed704
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curves) are up to a factor of 1.4 higher or a 2.5 lower than using the AG20SIM−erg ergodic705

model (green dashed curves). These hazard curves are only for the interface sources. If the706

interface contributes to 50% of the T=3 sec hazard, then this range would correspond to707

about a factor 1.25 increase or decrease in the 2500-yr ground motions for T=3 sec for the708

total hazard.709

BASIN FACTORS FOR INTRA-SLAB EVENTS710

The modified basin scaling model, fbasin3d, is based on the 3-D simulations for interface711

events and reflects the 3-D path effects for large interface events; however, given the sparse712

data for intra-slab earthquakes in the AG20 data set, we consider if the 3-D simulations713

for interface events can be used to improve the basin model for slab events. There are two714

questions about the basin model for intra-slab events to consider:715

• Should the modified basin-depth scaling developed for the 3-D interface simulations,716

fbasin3d, be used for intra-slab events?717

• Do the non-ergodic site terms developed for the interface site/path effects provide718

improved estimates for intra-slab events?719

Basin-Depth Scaling for Intra-slab Events720

The basin scaling from the 3-D simulations shows that the basin scaling extends to small721

basin depths (Z25.5 < 2000 m for VS30=600 m/s) as compared to the AG20 basin scaling722

which limits the basin scaling to deep basin sites. To evaluate if the basin effects for intra-723

slab events should be extend to the Z2.5 < 2000 m, similar to the 3-D simulations, we first724

computed the residuals for the Cascadia intra-slab data using the modified basin scaling725

model and compared them to the residuals based on the AG20 basin scaling.726

The mean residuals for these two basin models are shown in Figure 41 for all sites and727

for Z2.5 >2000 m. For all sites, the AS20 basin scaling has a smaller mean residual than the728
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basin scaling based on the 3-D simulations. This is expected because the scaling in the AG20729

model was developed by fitting these data. For the deeper basin sites, the mean residuals are730

similar between 2 and 6 seconds. The main difference is for the basin scaling for Z2.5 <2000731

m.732

For the deeper basin sites, the slopes of the basin scaling between the unmodified fbasin733

model from AG20 and the modified fbasin3d model are similar. The applicability of the734

modified basin scaling based on the 3-D simulations to basin effects for intra-slab earthquakes735

comes down to the expected behavior for smaller Z2.5 values (less than 2000 m). Should the736

basin scaling for slab events be extened to shallow basin depths or is the scaling for shallow737

sites already captured by the VS30 scaling in the GMM due to the correlation between Z2.5738

and VS30 in the empirical data? We think that it is more likely that the basin effects from739

intra-slab earthquakes will extend to shallow basins in a similar manner as seen in the740

simulations for interface events than having very different scaling for shallow basin sites for741

intra-slab events. Therefore, we recommend using the fbasin3d basin model for intra-slab742

events. If 3D simulations for slab events are available, then they should be used to check if743

the basin scaling for intra-slab events extends to shallow basin depths.744

Applicability of Non-Ergodic terms to Intra-slab events745

The non-ergodic terms for the AG20 interface model developed in this study are only based746

on the 3-D interface ground motions from M9 earthquakes. The non-ergodic terms are a747

combination of the site effect and the path effect for large interface earthquakes. We cannot748

separate the site and path effects, therefore, the non-ergodic terms are given for a specific749

site.750

Even though the non-ergodic terms are for paths from interface events, we checked if the751

non-ergodic terms for interface events are correlated with the empirical site terms for intra-752

slab events. The residuals for intra-slab events from the unmodified AG20 GMM (without753

the ADJCAS term) are used. The site residuals, δS2S, from AG20 are adjusted to be relative754
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to the modified basin model:755

δS2S ′ = δS2SAG20 − fbasin(Z2.5) + fbasin3d(Z2.5) (43)

The modified site terms, δS2S ′, from intra-slab events for periods of 3, 5, and 10 sec756

are plotted against the non-ergodic site/path terms for the interface simulations in Figure757

42. The period dependence of the correlation is shown in Figure 43. At periods less than758

3 sec, the is almost no correlation, indicating the 3-D path effects from the interface events759

are significantly different from the path effects for intra-slab events. At very long periods760

(T=5-10 sec), the correlation is larger, indicating that the site effects part of the combined761

path/site effects for interface events is significant for periods greater than 5 sec.762

We recommend using reduced non-ergodic terms from the interface for application to763

intra-slab events. The reduction factor is the smoothed correlation coefficient, ρ, as shown764

in equation (44):765

δS2Snonerg−slab(T, ts) = δS2Snonerg(T, ts)ρ(T ) (44)

in which766

ρ(T ) =


0 for T < 3

0.5
(
ln(T/3)
ln(5/3)

)
for 3 < T < 5

0.5 for T > 5

(45)

For intra-slab events, the epistemic uncertainty in the non-ergodic site terms will be767

larger than for the interface events because the correlation between the intra-slab residuals768

and the non-ergodic site terms from the interface events is less than unity. The epistemic769

uncertainty in the non-ergodic site term for intra-slab events due to the uncertainty in the770

3-D velocity structure is given by:771

σ2
3D−V S−slab(T ) = φ2

S2S(T )(1− 0.75Taper2(T )ρ2(T )) (46)
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The epistemic uncertainty for the intra-slab non-ergodic site terms can be written in772

terms of the epistemic uncertainty for the interface events as shown in equation 47. As the773

correlation, ρ(T ), goes to zero, the epistemic uncertainty goes to the full φS2S value.774

σ2
3D−V S−slab(T ) = σ2

3D−V S(T ) + 0.75(1− ρ2(T )) Taper2(T ) φ2
S2S (47)

APPLICATION GUIDELINES775

For implementing non-ergodic GMMs into PSHA, the non-ergodic GMM needs to include776

three terms: the adjustment to the median, the reduced aleatory variability, and the epis-777

temic uncertainty in the adjustment term. The non-ergodic AG20 GMM developed in this778

study provides includes these three terms for large-magnitude interface events for Cascadia.779

While the non-ergodic terms were developed only for M9 earthquakes, they are assumed to780

apply to all interface scenarios (all magnitudes and locations). Given that the contribution781

from the interface sources to the seismic hazard in the Seattle region is dominated by the782

larger events that rupture the part of the interface close to Seattle, this is considered a783

reasonable assumption for use in PSHA for the Seattle region.784

A concern with non-ergodic GMMs is that they are only for limited regions, but the785

seismic hazard needs to be computed for larger regions that are not covered by the 3-D786

simulations. The framework of the non-ergodic GMM can still be used outside the regions787

with simulations: for sites outside the simulation region, the reduced aleatory variability788

(σSS) is still used with a zero median adjustment but with large epistemic uncertainty in789

the non-ergodic site terms. If the epistemic uncertainty in the median adjustment is set at790

φS2S, then the mean hazard using the non-ergodic GMM will be equal to the mean hazard791

using the ergodic GMM with no adjustment and with the ergodic σ, but the uncertainty792

fractiles will be wider, reflecting the lack of data to constrain the site terms. This allows for793

a consistent approach to be used for the entire region even if the 3-D simulations are limited794
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to a few subregions.795

The epistemic uncertainty in GMMs is more than the uncertainty in the non-ergodic796

terms about a reference GMM. The uncertainty in the base GMM should also be included.797

The integration of the current set of M9 simulations for Cascadia into a non-ergodic version798

of the AG20 GMM allows provides one GMM that can be used in PSHA calculations. The799

modification to the AG20 model to make it a non-ergodic model does not change the average800

level of the ground motion; it only changes the spatial distribution of the site terms and the801

aleatory variability. Other GMMs, with different magnitude scaling and overall ground-802

motion levels can also be modified in a similar manner to capture the range of GMMs.803

Alternatively, the scaled-backbone approach can be used by scaling the non-ergodic AG20804

GMM to capture the epistemic range from alternative GMMs.805

Our recommendation for implementation of the non-ergodic AG20 GMM for Cascadia806

is summarized below. As mentioned earlier, this approach can be applied to all sites in the807

Cascadia region, not just to the sites in the subregion with the with the 3-D simulations.808

Median809

The median ground motion for interface events is given by adding the non-ergodic site term810

to the AG20SIM−erg(M,R, ...) median (from equation 14):811

µinter(M,R, .., Lats, Longs) = AG20SIM−erg(M,R, ...) + δS2Snonerg(T, Lats, Longs) (48)

The median ground motion for intra-slab events is given by adding the non-ergodic site term812

for slabs (reduced interface site term) to the AG20SIM−erg(M,R, ...) median:813

µslab(M,R, .., Lats, Longs) = AG20SIM−erg(M,R, ...)+ρ(T )δS2Snonerg(T, Lats, Longs) (49)
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Aleatory variability814

The single-station sigma is given by either σSS(T ) or σSS,s(T, Lats, Longs). The τ and φSS815

are from the global models given by AG20 GMM (equations 33 and 37). The global φSS is816

recommended for use because Abrahamson and Gulerce (2020) showed that φSS is not region817

dependent. If the site-specific single-station sigma is used, then the σSS,s(T, Lats, Longs)818

values from the simulations are scaled by the ratio of φSS−AG20/φSS−SIM to be consistent819

with the global φSS.820

Epistemic uncertainty821

For interface events, the epistemic uncertainty in the non-ergodic term is given by822

σnonerg−inter(T, Lats, Longs) = MAX (σµ−SIM(T, Lats, Longs), σ3D−V s(T )) (50)

For intra-slab events, the epistemic uncertainty in the non-ergodic term is given by:823

σnonerg−slab(T, Lats, Longs) = MAX (σµ−SIM(T, Lats, Longs), σ3D−V S−slab(T )) (51)

The φS2S model used to compute the σ3D−V S and σ3D−V S−slab terms is the Cascadia-specific824

model given in Table 6.825

This does not capture the epistemic uncertainty in the reference ergodic GMM (the826

AG20SIM−erg GMM in this case). This uncertainty can be captured by using alternative827

reference GMMs or using the scaled-backbone approach with the AG20SIM−erg GMM.828

Coefficients829

The values of the spatially varying terms ( δS2S(T, Lats, Longs), σmu−SIM(T, Lats, Longs),

and σSS,s(T, Lats, Longs) are given in the file ”AG20-nonerg-coeff.xlsx”. For sites outside
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the region included in the file, use the following:

δS2Snonerg(T, Lats, Longs) = 0,

σSS,s(T,RRUP , Lats, Longs) = σSS(T,RRUP )

σmu−SIM(T, Lats, Longs) = φS2S(T )

This approach leads to a mean hazard that is the same as the hazard using the ergodic830

AG20 GMM with σ based on the Cascadia-specific φS2S rather than the AG20 φS2S, but the831

epistemic fractiles are broader which reflect the lack of data to constrain the non-ergodic832

basin terms.833

Hazard Calculation834

Implementing this model into PSHA calculations requires modifying the aleatory standard835

deviation to be σSS, including site-specific adjustments to the median based on latitude836

and longitude of the site. An additional logic tree node with the alternative values of the837

site-specific adjustment is needed.838

The hazard is computed using the conditional probability of exceeding the ground motion839

given by:840

P (Y > z|M,R...) = 1− Φ

(
ln(z)− [AG20SIM−erg(M,R, ...) + δS2S(Lats, Lons)]

σSS(M,R,Lats, Lons)

)
(52)

The non-ergodic adjustment, δS2S(Lats, Lons), is given by:841

δS2S(Lats, Lons) = ˆδS2S(Lats, Lons) + δS2Sepi(Lats, Lons) (53)
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The ˆδS2S(Lats, Lons) is the median estimate of the non-ergodic term. The digital values842

for ˆδS2S(Lats, Lons) are in sheet ”01 nonerg mean vcm” of file ”Cascadia NonergTerm&SigmaSS Oct29.xlsx”.843

The δS2Sepi(Lats, Lons) is the uncertainty in the non-ergodic term from the logic tree844

sampling of the normal distribution with mean zero and standard deviation σnonerg−inter for845

interface events. The standard deviation of the epistemic uncertainty of the non-ergodic term846

is given in sheet ”03 nonerg epis (0.5 S2S+vcm)” of file ”Cascadia NonergTerm&SigmaSS Oct29.xlsx”.847

This value includes the estimate of the uncertainty due to the uncertainty in the 3-D velocity848

structure. The uncertainty due only to the VCM is given in sheet ”02 nonerg epis vcm” for849

reference, but this value should not be used by itself. If there is an improved estimate of the850

uncertainty due to the 3-D velocity model, then the values in sheet ”02 nonerg epis vcm”851

can be combined with the updated 3-D velocity model uncertainty.852

The single-station sigma term, σSS(M,R,Lats, Lons), can be an average value for the re-853

gion or a site-specific value. The period dependence of the average σSS is given in the ”AG20854

Non-ergodic” column of Table 7. For periods less than 1 sec, the sigma from the AG20SIM−erg855

column of Table 7 can be used. The site-specific values of σSS(M,R,Lats, Lons) are given856

in sheet ”04 SigmaSS,S” of the file ”Cascadia NonergTerm&SigmaSS Oct29.xlsx”.857

CONCLUSIONS858

As sets of 3-D simulations become more widely available, there will be a need to incorporate859

the information from the 3-D simulations into ground-motion models used in seismic hazard860

calculations. With limited sets of scenarios used in the 3-D simulations expected for the861

most regions, the partially non-ergodic GMM approach for the site term is the most practical862

approach for including results from 3-D simulations into GMMs at this time. As additional863

3-D simulations for suites of scenarios with different paths become available, non-ergodic864

models that include site/source-specific path effects, as well as site-specific site effects, can865

be developed.866
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The 3-D simulations can be incorporated into both the median and aleatory standard867

deviation of GMMs to capture non-ergodic basin effects. The reference-station approach868

for estimating basin effects can be inconsistent with the VS30 scaling in the GMM that869

may implicitly include Z2.5 scaling, which can lead to double counting of basin effects in the870

modified GMM. The approach of using a normalized basin depth, in which the normalization871

varies with the VS30, avoids the potential for double counting basin effects already included872

in the VS30 scaling.873

When using partially non-ergodic GMMs, it is important to include the epistemic un-874

certainty in the non-ergodic terms as part of the logic tree. A key limitation of the current875

model is that the epistemic uncertainty in the non-ergodic basin terms due to uncertainty in876

the 3-D velocity model is based on assumed values without the benefit of simulation results877

for a suite of alternative of 3-D velocity models to constrain the estimates. This is a topic878

that needs to be addressed if 3-D simulation results are to be used in seismic hazard practice879

and not just in illustrative examples.880

Data and Resources881

The response spectra from the M9 simulations are available from the DesignSafe website at882

https://doi.org/ 10.17603/DS2WM3W (last accessed April 2021).883
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earthquakes on the hayward fault, northern california resolving frequencies 0–10 hz and925

including site-response corrections. Bulletin of the seismological society of America 110 (6),926

2862–2881.927

Rue, H., S. Martino, and N. Chopin (2009). Approximate bayesian inference for latent928

gaussian models by using integrated nested laplace approximations. Journal of the royal929

statistical society: Series b (statistical methodology) 71 (2), 319–392.930

Rue, H., A. Riebler, S. H. Sørbye, J. B. Illian, D. P. Simpson, and F. K. Lindgren (2017).931

Bayesian computing with inla: a review. Annual Review of Statistics and Its Application 4,932

395–421.933

SDCI (2018). Implementation of march 22, 2018 usgs/sdci basin amplification workshop934

45



results, director’s rule 20-2018. Technical report, Seattle Department of Construction and935

Inspections.936

Stan Development Team (2020). RStan: the R interface to Stan. R package version 2.21.2.937

Stephenson, W. J., N. G. Reitman, and S. J. Angster (2017). P-and s-wave velocity models938

incorporating the cascadia subduction zone for 3d earthquake ground motion simulations,939

version 1.6—update for open-file report 2007–1348. Technical report, US Geological Sur-940

vey.941

Sung, C.-H., N. Abrahamson, N. Kuehn, P. Traversa, and I. Zentner (2021). A non-ergodic942

ground-motion model of fourier amplitude spectra for france. Bulletin of Earthquake943

Engineering .944

Wirth, E. A., A. D. Frankel, N. Marafi, J. E. Vidale, and W. J. Stephenson (2018). Broad-945

band synthetic seismograms for magnitude 9 earthquakes on the cascadia megathrust946

based on 3d simulations and stochastic synthetics, part 2: Rupture parameters and vari-947

ability. Bulletin of the Seismological Society of America 108 (5A), 2370–2388.948

46



949

950

951

952

953

47



Table 1: Epicenter coordinates and down-dip edge group for the 30 source realizations used
in the 3-D simulations.

Epicenter
ID.no Latitude(◦ ) Longitude (◦ ) Down-Dip Edge

1 43.618 -125.417 middle
2 47.941 -125.531 easternmost
3 45.141 -125.255 middle
4 48.246 -124.667 middle
5 44.697 -124.913 middle
6 48.360 -126.060 westernmost
7 43.779 -124.903 westernmost
8 41.781 -124.123 easternmost
9 43.746 -123.982 easternmost
10 48.563 -126.278 middle
11 43.050 -124.988 middle
12 46.871 -124.544 middle
13 46.145 -124.942 middle
14 42.731 -124.627 westernmost
15 47.659 -125.327 middle
16 47.408 -124.786 middle
17 41.352 -124.728 middle
18 44.227 -124.656 middle
19 42.308 -124.858 middle
20 41.607 -124.376 middle
21 41.062 -124.722 middle
22 46.766 -125.439 westernmost
23 46.063 -124.761 westernmost
24 40.720 -124.682 westernmost
25 48.986 -126.373 easternmost
26 45.588 -125.341 easternmost
27 42.890 -124.901 easternmost
28 46.690 -124.392 easternmost
29 44.714 -124.590 easternmost
30 40.901 -124.420 easternmost
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Table 2: Mean residuals by Z2.5 bin shown in Figures 7 to 9 .

Mean Residual (LN units)
Z2.5’ Bin Z2.5 (m) Bin T=0.2 T=1 T=2 T=3 T=5 T=10
≤ 0.073 ≤ 100 0.347 -0.095 -0.380 -0.463 -0.599 -0.048

0.073 - 0.122 100 - 200 0.388 -0.059 -0.348 -0.464 -0.539 -0.049
0.122 - 0.171 200 - 300 0.380 -0.011 -0.354 -0.456 -0.547 0.024
0.171 - 0.269 300 - 500 0.337 0.024 -0.243 -0.375 -0.474 0.034
0.269 - 0.513 500 - 1000 0.331 0.159 -0.038 -0.218 -0.380 0.077
0.513 - 1.001 1000 - 2000 0.336 0.410 0.558 0.298 -0.063 0.246
1.001 - 1.489 2000 - 3000 0.359 0.635 1.032 0.845 0.336 0.471
1.489 - 2.466 3000 - 5000 0.382 0.683 1.266 1.130 0.663 0.751
2.466 - 4.907 5000 - 10000 0.420 0.679 1.363 1.350 0.962 1.044

Table 3: Coefficients for the basin-depth scaling).

T(sec) b1 b2 Z
′
x CSIM

1.0 0.264 -0.072 0.106 0.523
1.5 0.569 -0.310 0.132 0.843
2.0 0.725 -0.365 0.197 0.812
2.5 0.822 -0.407 0.250 0.731
3.0 0.872 -0.462 0.298 0.594
4.0 0.856 -0.572 0.347 0.333
5.0 0.790 -0.573 0.391 0.168
6.0 0.712 -0.485 0.418 0.137
7.5 0.653 -0.278 0.446 0.249

10. 0 0.575 -0.038 0.477 0.388

Table 4: Hyperparameters for the covariance function.

T(sec) Θ (LN units) ρ (km)
1.0 0.354 36.51
1.5 0.383 39.12
2.0 0.437 41.85
2.5 0.435 39.70
3.0 0.379 40.69
4.0 0.278 38.89
5.0 0.200 38.50
6.0 0.151 39.26
7.5 0.113 38.91
10.0 0.078 41.24
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Table 5: Coefficients for the AG20 φ2
1 model applicable to Cascadia.

Period (sec) d1 d2
0.01 0.325 0.137
0.02 0.325 0.137
0.03 0.325 0.137
0.05 0.325 0.137
0.075 0.325 0.137
0.10 0.325 0.137
0.15 0.325 0.137
0.20 0.325 0.137
0.25 0.325 0.137
0.30 0.325 0.137
0.40 0.325 0.137
0.50 0.325 0.137
0.60 0.325 0.137
0.75 0.325 0.137
1.0 0.325 0.137
1.5 0.312 0.113
2.0 0.302 0.096
2.5 0.295 0.082
3.0 0.289 0.072
4.0 0.280 0.055
5.0 0.273 0.041
6.0 0.267 0.030
7.5 0.259 0.017
10.0 0.250 0.000
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Table 6: Within-event and between site standard deviations based on the 3-D simulations
and AG20 GMM for distances less than 150 km.

From 3-D Simulations AG20 GMM Cascadia-Specific
Period (sec) φ φSS φS2S φ φSS φS2S φS2S

0.000 0.219 0.201 0.087 0.570 0.41 0.396 0.396
0.020 0.218 0.200 0.086 0.570 0.41 0.396 0.396
0.030 0.215 0.198 0.082 0.570 0.41 0.396 0.396
0.050 0.205 0.195 0.064 0.570 0.41 0.396 0.396
0.075 0.251 0.210 0.138 0.570 0.41 0.396 0.396
0.100 0.185 0.184 0.024 0.570 0.41 0.396 0.396
0.150 0.180 0.178 0.026 0.570 0.41 0.396 0.396
0.200 0.183 0.176 0.049 0.570 0.41 0.396 0.396
0.250 0.190 0.176 0.070 0.570 0.41 0.396 0.396
0.300 0.198 0.178 0.086 0.570 0.41 0.396 0.396
0.400 0.199 0.178 0.089 0.570 0.41 0.396 0.396
0.500 0.200 0.179 0.088 0.570 0.41 0.396 0.396
0.600 0.204 0.184 0.089 0.570 0.41 0.396 0.396
0.750 0.230 0.209 0.097 0.570 0.41 0.396 0.396
1.000 0.375 0.299 0.226 0.570 0.41 0.396 0.396
1.500 0.523 0.351 0.387 0.559 0.41 0.379 0.387
2.000 0.539 0.335 0.423 0.550 0.41 0.366 0.423
2.500 0.533 0.316 0.429 0.543 0.41 0.356 0.429
3.000 0.520 0.307 0.420 0.538 0.41 0.348 0.420
4.000 0.471 0.286 0.375 0.529 0.41 0.335 0.375
5.000 0.340 0.266 0.294 0.522 0.41 0.324 0.309
6.000 0.337 0.241 0.296 0.517 0.41 0.314 0.305
7.500 0.310 0.236 0.200 0.509 0.41 0.301 0.251
10.000 0.291 0.253 0.145 0.500 0.41 0.286 0.216
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Table 7: Total aleatory standard deviation for AG20, AG30SIM−erg, AG20 non-ergodic, and
the sigma model of Abrahamson and Gulerce (2020)

φ from 3-D simulations, τ from AG20 Empirical φ and τ
AG20SIM−erg AG20 AG20 AG20 GMM

T(sec) (w/modified basin) Non-ergodic (w/o modified basin) RRUP <150 km
0.2 0.504 - 0.503 0.739
0.25 0.507 - 0.505 0.739
0.3 0.510 - 0.508 0.739
0.4 0.510 - 0.514 0.739
0.5 0.511 - 0.519 0.739
0.6 0.513 - 0.523 0.739
0.75 0.523 - 0.535 0.739
1.0 0.601 0.554 0.639 0.739
1.5 0.703 0.582 0.851 0.730
2.0 0.716 0.574 0.887 0.723
2.5 0.711 0.563 0.883 0.718
3.0 0.701 0.558 0.860 0.714
4.0 0.666 0.547 0.790 0.708
5.0 0.615 0.537 0.702 0.703
6.0 0.579 0.526 0.640 0.698
7.5 0.563 0.525 0.608 0.693
10 0.553 0.532 0.585 0.686
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Table 8: Locations of the four sites used in the example hazard calculations.

Site Longitude Latitude Z2.5 (m) fbasin3d − fbasin
for T= 3 sec

Site 1 -122.20 47.60 6713 0.1
Site 2 -122.70 47.80 2120 0.0
Site 3 -122.70 47.60 3295 0.05
Site 4 -123.60 48.10 1721 -0.15

Table 9: Ground-motion input parameters for T=3 sec for the example hazard calculations
for the four sites. The standard deviation is simplified to be constant with distance less than
150 km)

Non-Ergodic Term
Site GMM Median Epistemic Unc σ σSS σSS,s

All sites AG20 0.0 - 0.714 - -
All sites AG20 modified basin 0.0 - 0.701 - -
Site 1 AG20 non-ergodic -0.088 0.21 - 0.558 0.567
Site 2 AG20 non-ergodic 0.493 0.21 - 0.558 0.638
Site 3 AG20 non-ergodic -0.715 0.21 - 0.558 0.530
Site 4 AG20 non-ergodic -0.009 0.42 - 0.558 0.672
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Figure 1: (a) Magnitude scaling of the interface/intra-slab ratio for RRUP=100 km and

ZTOR=50 km. (b) Distance scaling of the interface/intra-slab ratio for M=7 and ZTOR=50

km.
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Figure 2: Correlation of Z2.5 and VS30 for the Cascadia data used by AG20. The geometric
mean of the Z2.5 is shown by the circles and the model used for the Zref is shown by the
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Figure 3: Distribution map of 30 simulations and site locations used in this study. Starts
indicate three-dimensional hypocenters and a rectangle indicates site region.
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Figure 4: Map of the spectral acceleration at T=3 sec for the Puget Lowland from event
ID1 (Frankel et al., 2018).

Figure 5: Distribution of basin-depth parameter (Z2.5) for the study region.
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Figure 6: Distribution of the basin-depth parameter, Z2.5, for the study region shown in
Figure 5.
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Figure 7: Total residuals of the M9 simulations relative to the AG20 model. The basin-depth
scaling for the AG20 model i shown by the blue curve and the mean residuals from the M9
simulations for Z

′
2.5 bins are shown by the pink squares.
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Figure 8: An example for new basin depth term at T = 3 sec.
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Figure 9: The updated basin-depth scaling (Z
′
2.5 scaling) based on the 3-D simulation results.
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Figure 10: The updated basin-depth scaling based on the 3-D simulation results as a function
of Z2.5 without the normalization.

61



Figure 11: Coefficients for the AG20 and new basin-depth terms per period.
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Figure 12: Maps of the T=3 sec basin depth term. The bottom frame is for the basin scaling
in the original AG20 GMM. The top frame is for the basin scaling in the modified AG20
GMM based on the basin scaling in the 3-D simulations. The lines denote the 1-km contour
interfaval for Z2.5 .
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Figure 16: Total Residuals of the ergodic model versus Rrup (left) and Z2.5 (right) for T =
1.5, 3 and 5 sec.
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Figure 17: Within-site Residuals of the ergodic model versus Rrup (left) and Z2.5 (right)
for T = 1.5, 3 and 5 sec.
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Figure 18: 3sec-total-residuals of the adjusted AG20 GMM (ergodic model) versus RRUP

scaling for two target simulations (ID9 and ID22 in Figure 3).
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Figure 19: Between-event residuals of the ergodic model versus period.
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Figure 20: left : Between-site residuals of the ergodic model versus Z2.5 scaling for 2sec, 3
sec and 5 sec. right : Between-site sigma (φS2S) for various Z2.5 ranges .
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Figure 21: Hyperparameter of Matern covariance function for periods: variance, σ2 (left),
and correlation length, ρ (right).
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Figure 22: Spatially varying non-ergodic site term at T = 3 sec and 5 sec. This is based on
the non-ergodic methodology with the spatial correlation of the site terms. Lines denote the
Z2.5 contour (1-km contour interval).
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Figure 23: Maps of the between-site residual (δS2S) computed using random effects (without
the spatial correlation) for T = 3 sec and 5 sec. Lines denote the Z2.5 contour (1-km contour
interval).
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Figure 24: Maps of the difference in the between-site terms with and without spatial cor-
relation (ln(Sitenonerg)− ln(δS2S)) for T = 3 sec and 5 sec. Lines denote the Z2.5 contour
(1-km contour interval).
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Figure 25: Difference between non-ergodic site terms and the ergodic between-site residuals
(δS2Snonerg − δS2S) and site terms for 1sec to 10 sec.
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Figure 26: Cross section of the difference between non-ergodic site terms and the ergodic
between-site residuals (δS2Snonerg − δS2S) and site terms for T=2sec.
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Figure 27: Total site term (Basin-depth term + non-ergodic site term) for T = 3 sec. Lines
denote the Z2.5 contour (1-km contour interval).
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(a) (b)

(c) (d)

Figure 28: (a) Between-event standard deviation (τ). (b) Within-event standard deviation
(φ). (c) Single-station within-event standard deviation (φSS). (d) Between-site standard
deviation (φS2S).
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Figure 29: φ and φSS versus RRUP for T = 0.2, 1, 2, 3, 5 and 10 sec. The red curves are for
φSS and the other curves are for φ. The black curves show the Group 1 φ model from AG20
used for Cascadia.
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Figure 30: φS2S versus Z2.5 for T = 1, 2, 3 and 5 sec. The black curves show the Group 1
φS2S model from AG20 used for Cascadia.
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Figure 31: The total standard deviation values are shown for three combinations of the φ and
τ : the first sets uses the phi and tau from the simulations; the second set uses the empirical
phi and tau from the AG20 GMM; and the third set uses the φ from the simulations and
the global τ from the AG20 GMM. The first set includes the AG20 GMM (green curve),
modified AG20 ergodic GMM (blue curve), and non-ergodic GMM (red curve). The second
set is the sigma from the AG20 GMM (black curve). The third set includes AG20 GMM
(light blue curve), modified AG20 ergodic GMM (dashed blue curve), and non-ergodic GMM
(pink curve).
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Figure 32: (Top) Comparison of single-station standard deviation (σSS) models. The σSS
model from AG20 is shown by the black squares. For the simulation-based approaches, the
σSS models are computed using the τ from the simulations (lower curves) and using the τ
from AG20 (upper curves). (Bottom) Ratio of σSS to the total σ from AG20 for Cascadia.
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Figure 33: Maps of single-station sigma (σSS,S) for T = 1.5 sec. The top frame uses the τ
from the simulations and the bottom framce used τ from AG20.
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Figure 34: Maps of single-station sigma (σSS,S) for T = 3 sec. The top frame uses the τ
from the simulations and the bottom framce used τ from AG20.
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Figure 35: Mean σSS,S for distance bins using the τ from the simulations (upper) and the τ
from AG20 (bottom).
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Figure 36: Map of the epistemic uncertainty of the non-ergodic site term (σµ−SIM) for T =
3 sec.

87



Figure 37: Location of the four example site in terms of the basin-depth and the non-ergodic
site term at T=3 sec.
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Figure 38: Location of the four sites on the total site term map.
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Figure 39: Central estimates and epistemic uncertainty of non-ergodic site terms for T =
3sec for the four sites.
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Figure 40: Hazard curves for interface events for different GMM models for T=3 sec. (a)
Site 1 - very deep basin with negative non-ergodic term. (b) Site 2 - average basin depth
with positive non-ergodic term. (c) Site 3 - deep basin with negative non-ergodic site term.
(d) Site 4 - shallow basin outside simulation region (zero site term).
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Figure 41: Comparison of mean residuals for intra-slab events using different basin scaling
models.
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Figure 42: Correlation between site terms for slab events using the modified basin-scaling
model with the non-ergodic site terms for interface events from the simulations. (a) T=3
sec. (b) T=5 sec. (c) T=10 sec.
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Figure 43: Correlation coefficient of the site terms for slab events using the modified basin-
scaling model with the non-ergodic site terms for interface events from the simulations. The
blue curve is for all Z2.5 values and the red curve is for deeper basin sites with Z2.5 > 2000
m.
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